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Introduction

Interactive recommender systems:

Sitemap

1) Promptly feed users the interesting items (e.g., news,

movies); Q (
2) Adaptively optimize the underlying model using the up- ,
to-date feedback ( ¢ {8 );
3) Ultimate Goal: continuously maximize user satisfaction (@

in a long run.



A General Process of Interactive Recommendation

Interaction A Problem Profiles

— 71\

User Preference User/ltem
Preference Drift Dependence

Research Problems:

1. Learn user preference > Recommendation
2. Track preference drift Algorithms
3. Learn and use user/item dependence

Contextual Multi-armed Bandits Interactive Collaborative Filtering
4
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Online Context-aware Recommendation with Time-varying
Multi-armed Bandit

CTR Distribution

Example: T = amicea
Given the same contextual information for each article, b | article 2
the average CTR distribution of five news articles from T T g
Yahoo! news repository is displayed. The CTR is i e artices

aggregated by every hour.
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Challenge: How do we promptly capture both of the varying popularity of item content and the
evolving customer preferences over time, and further utilize them for recommendation improvement?



Contextual Multi-armed Bandit Algorithm

X > Yk,
(x - () ]

(a) Multi-armed bandit problem.

The reward 7y ; 1s typically modeled as a linear combination of the feature vector x,; with coefficient vector wy,
given at time t = [1, ..., T] as follows: T 2
Tiet ~ N(x¢ Wi, 0%)

The optimal policy 7™ is defined as the one with maximum accumulated expected reward after T iterations:
T

* T
= argmgxz Ewn(xt) (Xt Wrexpt)
t=1



Dynamic Context Drift Modeling

The aforementioned model is based on the assumption that coefficient vector wy, is unknown but
fixed.

0 L U A

) The drift component
Ykt ~ N (X! (Cwy + 0k © Nk,t),0%) Owy , = 0k © Mkt °Z°—ﬁ'
Dt _
_\/ (0 =y -@,
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N K
(b) Time varying multi-armed bandit problem.

The stationary component

) d
Cury ~ N (’uc, J’% Zc) a standard Gaussian random walk 7, ¢+ € R
Mt ~ N (Me,s—1,Za)
a scale variable 0% a dxd dimension

Or ~ N (110,02 X0) identity matrix




Dynamic Context Drift Modeling

The reward y, , is modeled to be drawn from the following Gaussian distribution.

i /’ T""

o= |
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(b) Time varying multi-armed bandit problem.

Ye,t ~ N(x] (Cwy + 0k © Mict), %)



Ex

periments

» Context Change Tracking, CTR (Click-Through Rate) Optimization
a) Dataset: KDD Cup 2012 Online Advertising, Yahoo! Today News.
b) Evaluation Method: simulation and replayer [1].
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Figure 3: A segment of data originated from the whole data set is
provided. The reward is simulated by choosing one dimension of
the coefficient vector, which is assumed to vary over time in three
different ways. Each time bucket contains 100 time units.

Relative CTR on different bucket (bucket size = 50,000 user visits)
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Figure 4: The CTR of KDD CUP 2012 online ads data is given
for each time bucket. LogBooststrap, LogTS, LogTSnr, and
LogEpsGreedy are bandit algorithms with logistic regression
model. LinUCB, LinBoostrap, TVTP, and TVUCB are based
on linear regression model.
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Figure 5: The CTR of Yahoo! News data is given for each time
bucket. Those baseline algorithms are configured with their best
parameters settings.

1. L. Li, W. Chu, J. Langford, T. Moon, and X. Wang. An unbiased offline evaluation of contextual bandit algorithms with generalized linear models. JMLR, 26:19-36, 2012. 1 0



Conclusion

» Take the dynamic behavior of reward into account and model it as a random walk.
» A dynamic context drift model is proposed to track the contextual dynamics and consequently
improve the performance of personalized recommendation in terms of CTRs
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IT automation recommendation modeling

IT Automation Services (ITAS) is introduced into IT service management. An automation is a
scripted resolution.

Problem Server |

Automation Engine

Rule-based Virtual Engineer Problem Server 2

An overview of IT Automation Services

13



IT Automation Recommendation Modeling

ALERT_KEY AUTOMATON_NAME @:W:Syst@
OPEN_DTTM | CLIENT_ID | HOSTNAME | SRS | OSTYPE | COMPONET | SUSCOMP e
e 136 | LEXSONSO! 2 WIN | WINDOWS CPU 1
TICKET | CPU Workload High. CPU 1, TICKET The CPU Utilization was quite reduced,
SUMMARY | busy 99% time. RESOLUTION | hence closing the ticket

A sample ticket in ITSM and its corresponding automaton.



Challenge

» Challenge: How do we efficiently improve the performance of recommendation using the explicit

automation hierarchies of IT automation services?

For example, a ticket is generated due to a failure of the
DB2 database. The root cause may be database deadlock,

high usage or other issues.

We model it as a multi-armed problem with dependent
arms, where arms are in the form of hierarchies.

ALL
FileSystesr Networking
Databa -~
DB2
LocalFile fisComfiguation NIC
System Cable Problem
DNS P Address

HDF > O O

TableNotExisted — TableLocked
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Hierarchical IT Automation Recommendation Modeling

In hierarchical IT automation recommendation, x,
indicates ticket problem, a' represents an
automation. H denotes the hierarchy.

Our objective function is:

™ =

T
- T
arg max E ( E ng(x ot (i)))(Xt O (x,|ch(a®))|t))
T tlc a

=1 aWemy (xt),
ch(aM)=£0

Let ‘H denote the taxonomy, which contains a set
of nodes (i.e., arms) organized in a tree-structured
hierarchy. Given a node a(® € H, pa(a®) and ch(a®)
are used to represent the parent and children sets,
respectively. Accordingly, we have Property 3.1.

PrOPERTY 3.1. If pa(a?) = 0, node aV is assumed
to be the root node. If ch(a®) = 0, then a9 is a leaf
node, which represents an automation. Otherwise, a
is a category node when ch(a®) # (.

PRrOPERTY 3.2. Given the contextual information X; at
time t, if a policy w selects a node a® in the hierarchy H
and receives positive feedback (i.e., success), the policy
T receives positive feedback as well by selecting the nodes
in pth(a®).

16



Hierarchial Multi-armed Bandit Algorithm

Attimet=[1,....T]:

Level O

Level 1

Level 2
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Hierarchial Multi-armed Bandit Algorithm

Attimet=[1,....T]:
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Hierarchial Multi-armed Bandit Algorithm

Attime t=[1,....T]:

Level O

o @W db2 database %@W @




Hierarchial Multi-armed Bandit Algorithm

Attimet=[1,....T]:

Level O

Level 1

Level 2
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Hierarchial Multi-armed Bandit Algorithm

Attime t=[1,....T]:

Level O

m
Level 1 ﬁ @1oro$ y #
Level 2 @ W e %@ W [ egnen ‘




Hierarchial Multi-armed Bandit Algorithm

Attime t=[1,...,T]:
Level O @ 1or0

Lovel 1 $ : ! ﬁa
- e e 8 e




Experiment

» Data Set
o Experimental tickets are collected by IBM Tivoli Monitoring system covering from
July 2016 to March 2017 with the size of |D| = 116,429.
o The dataset contains 1,091 alert keys (e.g., cpusum_xuxc_aix, prccpu_rlzc_std) and 62
automations (e.g., NFS automation, process CPU spike automation) in total.
o A three-layer hierarchy H.
» Evaluate Method
o Replayer method.

23



Experiment
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Figure 6: The Relative Success Rate of TS and HMAB-TS Figure 7: The Relative Success Rate of LinUCB and HMAB-

.. . A . LinUCB on the dataset is given along each time bucket with
on the dataset is given along each time bucket with diverse diverse parameter settings
parameter settings.

=

Figure 5: The Relative Success Rate of EpsGreedy and
HMAB-EpsGreedy on the dataset is given along each time
bucket with diverse parameter settings.



Conclusion

» Take the hierarchical information into account and model it as a multi-armed bandit problem
with dependent arms.
» Propose hierarchical multi-armed bandit (HMAB) algorithms.
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Challenge

» Challenge 1: How do we effectively recommend a proper item to the target user with no
contextual information of user/item, but only the users’ interaction data on items can be
utilized?

This can be naturally modeled as an interactive collaborative filtering problem, which has
been first introduced in [2].

2N =R
L= |¥F | =
L) =¥ ¥
L s s | ¥
2 ¥ |«
||| ?| %

2. X. Zhao, W. Zhang, and J. Wang. Interactive collaborative filtering. In CIKM, pages 1411-1420. 2013. 27



Interactive Collaborative Fitlering Problem

No context information can be observed.

<+«— Recommend an item
<«<— Feedback (rating)
<— Update parameters

v ,lw.,
— 1
)

“‘,—D

;

Q)| @

0

Collaborative
Bandit Model \®/

\

Bayesian Probabilistic Matrix Factorization

28



Interactive Collaborative Fitlering Problem

There are M users and N items. The partially observed matrix R is the preference of the users for the
items. In the collaborative bandit model, the rating is estimated by a product of user and item feature
vectors p,,, and q,,.

mn ™~ N( pZnQn’ 0-2)

The objective function can be written as follows:
™ = arg max Z:l Eptn sy (Pmr(s()|t)
t:

Where s(t) = {(n(1).7pn(1))s---- (0t — 1).rmne—1))}- S(t) is available information observed at time ¢.

However, these models assume the arms (i.e.) are independent.
29



Interactive Collaborative Topic Regression Model

In light of the topic modeling techniques, we formulate the item dependencies as the clusters on arms
and come up with a generative model to generate the items from their underlying topics.

A
O
Imzt _.
% Zn

?m,t [0

L.
O

The graphical representation for ICTR model

-s

docukment words
\
[ |
User1 | item1,itemq, ...itemn
User m | item3, itemk, ...itemi
User x | item1, item 2, ...item o
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Interactive Collaborative Topic Regression Model

T

Imt

-o

The graphical representation for ICTR model

pmlA ~ Dir(A)  P(on|a, B) =TG(e, B)
Zm,t|Pm ~ Mult(pm), @m,t|er ~ Mult(or)

anltiq; 2q, 05 ~ N(pq,072q),  @xln ~ Dir(n)
n= xm't

The predicted rating 7, can be inferred by

"'A’m,t ~ N(p:rrnqnao'rzz)'

31



Experiment

> Data Set

Data Set Yahoo News

MovieLens (10M)

#users 226,710
#items 652
#ratings 280,410,150

71,567
10,681
10,000,054

» Evaluate Method
o Replayer method.

32



Experiment

__Average C'TR on @fferent bucket (bucket size = 100,000 user visits)
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Fig. 2: The average CTR of Yahoo! Today News data is
given along each time bucket. All algorithms shown here
are configured with their best parameter settings.

1 fverage rating on different bucket (bucket size=100,000 user visits, N=100)
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Fig. 3: The average rating of MovieLens (10M) data is
given along each time bucket. All algorithms shown here
are configured with their best parameter settings.
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Conclusion

» Only user/item rating matrix is taken into account and model it as a multi-armed bandit problem
with dependent arms.
» Propose Interactive Collaborative Topic Regression (ICTR) model to learn the dependence among

arms.
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Q&A
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Online Inference of ICTR Model: Particle Learning

Definition 1 (Particle). A particle for predicting the
reward 7m,: is a container that maintains the
current status information for both user m and
item z,,;. The status information comprises of
random variables such as p;,, a,%, ®,., q,, and
zmt, as well as the hyper parameters of their
corresponding distributions, such as A, «, 3, 1,
[iq and 2.

v

36



Online Inference of ICTR Model: Particle Learning

t-1 >
Fit
function \
1 1
1 1 1 - - :

I 1
. B
weight ———p

resample ——p

t —»

Fit
function

| @ Particle: all the latent !
| states and parameters are
) wrapped together -
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Re-sample Particles with Weights

Let P n(t-1) denote the particle set at time t — 1 and 731&31@-1) be the it" particles given both ticket
problem m and automation n(t — 1) attime (t — 1), where 1 < i « B. Each particle has a weight,

denoted as p® , where Y2, p(¥=1. The fitness of each particle 3&31(1:—1) is defined as the likelihood of
the observed data x,, ; and r,,, ;. Therefore,
P(l) & p(xm,t, rm’tlpr(r?,n(t—l))'

As further deriving,

K
pDcc > AN (m,t |PhaGns 07) E@m k|12) E(pk,n )

Zm,t=1
where E(py, i |14) = ZKAklk and E(¢k, nln) = 21\7"—;’( represent
k=1 n=1"'lk,n
the conditional expectations of p,, x and ¢ , given the observed
reward A and 5 of P’(?;,)n(t_l) :

38



Latent State Inference

Provide with new observation x,, . and r,, ; at time ¢, the random state z,, , can be any one of K topics.
The posterior distribution of z,, ; is shown as follows, where 6 € RX:

~ Mult(9)

. (2)
Zmt |1/'m,t; 'mit, ,Pm‘n(t—l)

6 can be computed by
0 « E(pm,k |Tm,t ’ /1) : E(ka,n |rm,t ) /1)

— I(zm,t = k)rm,t + AL
Zf:l [I(zm.,t = k)rm,t + /\k] /
L(x =nr bn
E(®pn|rminn) = —r (Tt = 0)rme + Men
anl[l—(l'm,t = n)T'm,t + nk,n]

Where 7(+) is an indicator function, returns 1 when the input Boolean expression is true and otherwise
return O.

E(pm,k |Tm,t7 /\)
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Parameter Statistics Inference

Assume Mﬁy 2(], o, p', N, and 1 are the sufficient statistics at time t, which are updated on the
sufficient statistics 1a, 24, o, 8, A, n at t-1, and new observation data x,, ; and r,,, . at time t as follows.

— -1
34, = (Zq, +Pmpl)
Mé]n = zlcln(zaiﬂq’n + p7nT7n¢t)
, 1
o =a+ =

2
1 _ _
BI - 6 + E(N;rln Eqr}MQn + 7’;1,,t7‘m,t - lugn Ei'lnl'uiln)

;\- = Z-(Zm,l‘ = k>rm,t + Ak
77;;,71, = I(Im,t = n)rrn,t + Mk n

At time t, the sampling process for the parameter random variables q;,, a,%, Pm, ®i IS summarized as
below:

o2 ~IG(d, B,

(In|a721 ~ N(Nilnv 0721211,1)~

Pm ~ Dir(XN),

&, ~ Dir(n).
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Integrate with Policies: Thompson sampling

Without new observation x,,, , and r,,, ,, the particle re-sampling, latent state inference and parameter
statistics inference for time t, therefore, we utilize the latent vectors p,, and q,, sampled from their
posterior distributions at time t-1 predicting the reward for each arm.

In our model, each item has B independent particles. Based on Thompson sampling, the policy select
an arm n(t) using the following equation:

n(t) = arg max (Trm.m)s

Where 7,,,, denotes the average reward:

1S o o
7—’m,n — E ; pgr?Tqv(lZ)

41



Integrate with Policies: UCB

According to UCB policy, it select an arm n(t) based on the upper bound of the predicted reward.

Assuming that
mt ~ N(p7(n)Tq'n ’ ( ) )

B (D

Tmn™ 5 Li=1"mt

the UCB is developed by the mean and variance of predicted reward.
n(t) = argmax (Fpn + V),
n

where y > 0 is a predefined threshold, and the variance is

1 B
y= 3ol
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